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Abstract

Vision-language models (VLMs) are increasingly used in robotics, yet their implicit and often inconsistent reasoning limits their reliability
in real-world environments. This opinion highlights the need for structure-aware visual reasoning that integrates explicit objects, relations, and
domain constraints into the perception-action pipeline. By combining foundation-model perception with interpretable and constraint-guided
inference, such hybrid architectures offer a more robust and trustworthy path toward dependable autonomous robotic systems.
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Introduction

Vision-language models (VLMs) are becoming increasingly
influential in robotics, enabling visual instruction following,
multimodal planning, scene understanding.
Foundation models such as CLIP and BLIP-2 have shown strong

and contextual

generalization by jointly learning from large-scale image-text
data [1,2]. More recent multimodal large models further enhance
spatial reasoning and dialogue capabilities [3]. However, despite
these advances, VLMs still struggle with structured, physically
grounded reasoning, which is essential for robot safety and reliable
autonomous operation. Their reasoning is largely implicit and
embedded in dense latent vectors, resulting in vulnerabilities such
as inconsistent relational judgments, hallucination, and lack of
transparent decision pathways [4,5].

In this opinion article, [ argue that robotic systems
must transition from purely latent VLM-based inference to
structure-aware visual reasoning. Robots need explicit internal
representations of objects, relations, and constraints to ensure

physically consistent and interpretable decision-making. This

@ @ This work is licensed under Creative Commons Attribution 4.0 License|O]RAT.MS.ID.000590.

shift is crucial for high-stakes environments such as manipulation,

inspection, industrial automation, and assistive robotics.

The Limits of VLM-Centric Robotics

Current robotics pipelines often rely on VLMs as universal
perceptual modules. This offers semantic richness but introduces
several critical limitations:

Lack of explicit object-level understanding

VLMs compress entire scenes into global embeddings that do
not retain clear entity boundaries. Studies have shown that these
models frequently fail under occlusion or clutter, missing small
objects or merging multiple items into a single representation [4].

Fragile relational and spatial reasoning

Robots require reliable reasoning about support relations,
containment, and object interactions. Existing VLMs often produce
contradictory answers when posed with logically equivalent
queries [5]. Such brittleness is incompatible with robotic planning
and manipulation.
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Hallucination risks

Multimodal models are known to hallucinate nonexistent
objects or states [6]. In robotics, hallucination can directly translate
into unsafe actions, for example, reaching for an object that is not
present or misjudging the stability of a structure.

Limited interpretability

Robotics demands transparency: operators must understand
why a robot takes an action. But as prior work indicates, attention
maps or textual rationales from VLMs often reflect post-hoc
justifications rather than true reasoning [4].

These issues highlight a major gap between what VLMs can
currently provide and what robotics fundamentally requires.

Why Robotics Needs
Reasoning

Structure-Aware Visual

Robots interact with a physically structured environment
populated by entities, relationships, and constraints. Therefore, a
reliable robotic intelligence system must:

1. Maintain interpretable intermediate representations

Explicit scene graphs or structured entity-relation models
allow human inspection, debugging, and validation.

2. Enforce physical and logical constraints

Robots must reason about stability, collisions, occlusion, and
part-whole hierarchies. Constraint-aware inference prevents
logically impossible or physically inconsistent decisions.

3. Support the integration of domain knowledge

Manufacturing, logistics, and service robotics each involve
domain-specific rules-assembly order, safety guidelines, or task
protocols-that cannot be learned reliably from data alone.

Frameworks such as Structure-Aware Visual Reasoning (SAVR)
provide a promising direction. They combine neural perception
with symbolic relational structures, enabling robots to maintain
coherent world models and avoid hallucinated or contradictory
inferences.

A Hybrid Path Forward
[ propose a practical integration strategy for robotics:
Step 1. Use VLMs only as flexible perceptual front ends

VLMs are excellent at initial object proposals, attribute
suggestions, and generating semantic hypotheses.

Step 2. Transform perception into structured representations

Entities, relations, and states should be organized into a
transparent scene graph validated for consistency.

Step 3. Apply constraint-based reasoning for action decisions
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This includes gravity constraints, collision checks, part-whole
relationships, and domain-specific safety rules.

Step 4. Provide interpretable outputs

Robots should generate annotated scene graphs, step-by-
step explanations—strengthening
accountability and operator trust.

reasoning, and verifiable

This hybrid approach leverages the strengths of VLMs while
addressing their weaknesses in safety-critical robotics.

Opinion and Outlook

Scaling multimodal models will not resolve robotics’ core
challenges. The fundamental issue is not the quantity of data but
the absence of explicit structure and reasoning guarantees.

I argue that the robotics community must pivot from monolithic

end-to-end systems toward structured, hybrid reasoning

architectures.
o VLMs support rich perception.
. Structured reasoning ensures safe and consistent action.

This combination is essential for deploying robots in real-
world, high-stakes environments—from warehouses to hospitals
to home assistance.

Conclusion

For robotics to achieve dependable and transparent autonomy,
we must move beyond black-box visual-language inference.
Structure-aware visual reasoning provides the interpretability,
physical grounding, and logical consistency required for safe
robotic behavior. Integrating structured representations with
foundation model perception offers a more reliable path forward
than scaling VLMs alone.
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