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Abstract
As part of an educational program, course outcome assessments play a significant role in evaluating students’ understanding of the course 

content they are learning and their ability to apply it in a real time situation.  The quality of these assessments also influences student motivation, 
which affects their engagement in the classroom as well as their ability to learn effectively.  Students can become active, engaged, and motivated 
learners when assessments are meaningful, aligned with learning objectives, and supportive of student growth. As a key indicator of quality 
in education, this research aims to evaluate the effectiveness of the courses in achieving the desired learning outcomes. This study employs an 
exploratory data analysis (EDA) to analyze the intricate relationships among variables and their impact on student performance. We use descriptive 
statistics to summarize the data and to give a clear picture of the achievement levels for the different course outcomes based on the data. In addition, 
factor analysis and regression modeling are employed in this study to analyze the relationship between course outcomes and grade predictions. 
We employ factor analysis to capture the essence of each course outcome to extract the most information from many variables. The results indicate 
variations in the proficiency levels among students in the course outcomes. Most of the course outcomes showed positive correlations, indicating 
that the higher performance in one outcome was consistently connected with a higher performance in other outcomes. In addition, the regression 
model developed predicts the grades with a reasonable degree of accuracy. The findings of this study will provide invaluable insights for educators 
and administrators seeking to better understand student performance and optimize educational outcomes for their students.
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Introduction

Course outcomes are statements that describe what students 
are expected to accomplish and demonstrate at the end of a course 
because of acquiring the specific knowledge, skills, and abilities 
the course will provide. The breadth and depth of the content are 
developed based on the quality of the outcome defined. Providing  

 

students with clear and measurable course outcomes gives them 
direction and clarity and helps them understand the purpose and 
value of pursuing the course. Clear expectations facilitate students’ 
alignment with their efforts and help them understand how the 
course content will benefit their academic and career goals. To 
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achieve the course objectives, students are required to apply their 
knowledge and skills in practical contexts that enhance their ability 
to analyze, evaluate, solve problems, communicate effectively, 
collaborate effectively, and demonstrate critical thinking. Preparing 
course outcomes requires an understanding of the overall program 
goals and the ability to achieve them within the course’s timeframe 
and scope. Tracking and assessing students’ progress is easier with 
a clearly defined course outcome.

Faculty members can also use course outcome assessments to 
evaluate their own teaching methods and the quality of the resources 
they use. It is possible for instructors to revisit their teaching 
methods, curriculum development, and instructional materials 
based on the extent to which students have achieved the desired 
learning outcomes. Feedback assists in identifying strengths and 
weaknesses, resulting in a more successful learning experience. It is 
also very important to see that the course outcome assessment can 
help the instructors identify the areas where students are struggling 
so that they can incorporate effective remedial steps accordingly 
into their curriculum design or teaching methods. Students benefit 
from feedback by gaining an understanding of their strengths and 
areas for improvement to advance their performance. The provision 
of clear assessment criteria and feedback facilitates self-directed 
learning and enables students to monitor their progress through an 
understanding of what they need to learn and develop. Providing 
appropriate assessments motivates and directs students towards 
reaching their goals.

The assessment of course outcomes would also assist 
educational institutions in meeting their educational objectives 
and standards. A demonstration of the quality and effectiveness 
of a program will enable institutions to make informed decisions 
concerning curriculum, teaching methods, and the allocation of 
resources. Furthermore, it improves course delivery by enabling 
instructors to provide targeted instruction, align the curriculum 
with the desired outcomes, provide meaningful feedback for 
improvement, and facilitate continuous improvement by offering 
meaningful feedback and remediation. A systematic way of 
assessing course outcomes can help instructors optimize their 
teaching practices and improve student learning outcomes.

In summary, assessment of course outcomes are relevant as 
they establish shared goals, enhance student learning, and guide 
instructional decisions. They provide a roadmap for student 
learning, specifying the knowledge, skills, and abilities students are 
expected to gain from a course, align teaching practices, and serve 
as steppingstones towards the achievement of program outcomes. 
By connecting course outcomes to program outcomes, educators 
ensure that the curriculum is designed to develop the necessary 
abilities, knowledge, and skills required in a particular field or 
discipline. 

Exploratory data analysis (EDA) is being used in this research 
to investigate the relationship between the variables and how 
they affect student performance. Factor analysis and regression 
modelling is used to examine the relationship between the course 
results and grade predictions. Descriptive statistics are used to 

summarize the data.

The rest of the paper is organized as follows: Section 2 presents 
the literature work followed by the methodology in Section 3. 
Section 4 highlights the results and discussion. Conclusion and 
future are presented in Section 5 followed by References. 

Literature Work

Raquel M. Crespo Garca et al. (2023) investigated outcome-
based learning, in which learning outcomes (knowledge, skills, 
and competencies) attained by learners are at the center of the 
learning process. They offered an overview of the current state 
of outcome-based learning in Europe and proposed a unified 
conceptual model for outcome-based assessment, forming a 
theoretical framework for the integration of key concepts such as 
learning outcomes, assessment, and units of learning. Finally, an 
application case is provided to demonstrate how the model can 
be used. Mithaq et al. (2022) describe a neuro-fuzzy system for 
forecasting student achievement. Predicting student achievement 
is critical for educational organizations. It aids in the revision of 
plans and the enhancement of students’ achievements throughout 
their educational experience, and the findings reveal that an 
excellent accuracy of up to 99% was obtained, as well as the 
enhancement of college admission processes and future planning 
in educational institutions. Kittipong Theephoowiang and Ekawat 
Chaowicharat plan to develop an automatic system in 2022 that 
can estimate the difficulty level of mathematics problems in a 
manner like human judgement, reducing teacher workload in 
question bank construction and assisting students who want to 
practice problems with varying difficulty levels for self-learning.  
However, their solution began by directly extracting information 
from the mathematics problem and then utilizing machine-learning 
techniques to assess the difficulty level so that the target value is 
consistent with human experts’ estimates.

In 2021, Jelena Stojanovi et al. investigated the analysis of 
learners’ mathematical knowledge by an adaptive neural fuzzy 
inference system (ANFIS) following the adoption of a distance 
learning application. As many faculties and other institutions 
are utilizing e-learning, it can be argued that the Modular object-
oriented dynamic learning environment (Moodle) learning 
management system (LMS) is most utilized. The findings indicate 
that past knowledge has the greatest influence on students’ 
performance. Prior knowledge is more effective when integrated 
with educational software in primary school mathematics lectures. 
Prior knowledge is more effective in secondary school when 
combined with the motivation to learn mathematics. In 2021, Abdul 
Aziz and M.N.A. Hashem used the fuzzy logic system to investigate 
the course learning outcome (CLO) and program learning outcome 
(PLO)-based student performance evaluation technique. As 
evaluation parameters, they examined semester final examinations 
(SFE) and continuous assessment (CA), consisting of class tests 
(CT), spot tests, home tasks, attendance, and so on. The course 
teachers and moderators create question papers and issue grades 
based on CLOs, and the course teachers keep track of the grades 
earned. The ratios to earned and assigned marks considered by the 
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CLOs in the SFE and CA are then computed and fuzzified. 

C.M. Vivek and P. Ramkumar (2020) conducted a methodical 
evaluation of the course outcomes (CO) of students learning 
utilizing various methods. According to the findings, the use of 
digital tools as instructional aids has a beneficial impact on CO 
achievement. However, other students found it difficult to adjust 
to various approaches, which resulted in a fall in CO attainment 
percentage levels. In 2020, Somsubhra Gupta and Pushan Kumar 
Dutta have presented work to identify the significance of each 
topic included in the curriculum and anticipate its association with 
previous topics and, finally, with expected learning outcomes. So, 
if Program Educational Objective (PEO) and Program Outcome 
(PO) are broader efforts, Course Objective and Course Outcome 
are intended to identify relevance during the knowledge transfer 
process under the framework of Outcome-Based Education (OBE).

Ngoc Le Chau et al. 2019 investigated the Taguchi technique 
(TM), Adaptive neuro-fuzzy inference system (ANFIS), and 
Teaching learning-based optimization (TLBO) as an effective 
integration for CNC turning optimization of S45C carbon steel. They 
used the analysis of variance to establish the importance of each 
factor’s contribution and, they determined the appropriate ANFIS 
structure to optimize the root mean square error. In comparison 
to those anticipated by other methods, the results demonstrate a 
relative decrease in the roughness of surfaces. Consequently, the 
recommended optimization technique is a trustworthy and practical 
instrument for engineering applications. The findings of Yongtao 
et al., (2017) study on the adaptive neuro-fuzzy inference system 
(ANFIS) technique for country-level sustainability assessment 
shows that the ANFIS method is useful for assessing a country’s 
sustainability performance when it is applied with appropriate 
training data. ANFIS can be improved by selecting training samples 
carefully from other data sources such as the World Bank, UN-
Habitat, or new datasets. 

The several studies that have been presented demonstrate 
how much attention researchers have paid to course outcome 
assessments. These studies emphasis how crucial it is to analyse 
learning outcomes, investigate how effective courses are, and 
suggest different approaches like Kirkpatrick model, neuro-fuzzy 

systems, and linkage matrices in order to enhance the student 
performance and satisfaction. 

Materials and Methods  
Dataset

The course outcome evaluation is performed on the Calculus 
course, which is taught at the Diploma level. The dataset utilized 
in this study included 50 undergraduate students. This size was 
selected to balance the necessity for a detailed analysis of the data 
with the practical constraints of the research. We observed an 
average variation of 0.2357 for the twelve outcomes that we are 
analyzing based on our data. We were thus able to calculate the 
margin of error we could permit and maintain a 95% confidence 
level in our outcome. As a result, we decided on a margin of error of 
roughly 0.0654, and this decision produced a sample size of roughly 

21.96 0.235750 49.89
0.0654

 ×  =  
   

.  A range of evaluations, including quizzes, 
midterms, assignments, and final exams, are given to students to 
assess their knowledge of the content. Using the results of these 
assessment activities, it is possible to determine the degree to 
which the course outcomes have been achieved.  

Method 

The study methodology applied in this study consists of an 
exploratory data analysis (EDA) approach, which is intended to 
look at the intricate relationships existing among various variables 
as well as their total impact upon performance. This study 
examines the fundamental characteristics of the dataset through 
rigorous data preparation, descriptive statistics, and advanced 
visualization techniques. A factor analysis is performed to identify 
the latent variables that describe each course outcome, since there 
are many variables and a limited number of observations. In Factor 
Analysis, information about several variables can be reduced to a 
smaller number of variables by combining the information from 
a larger number of variables. This model assumes that there are 
several factors in a dataset and that each of the measured variables 
represents some part of at least one of those factors in the dataset. 
Mathematically, the factors can be obtained as follows: Here, we are 
trying to find three latent variables, which are obtained as follows: 

 1 101* 1 103* 2 103* 3 104* 4 105* 5 106* 6 107* 7 108* 8 109* 9 110* 10 111* 11 112* 12 1X c k c k c k c k c k c k c k c k c k c k c k c k d= + + + + + + + + + + + +

2 201* 1 202* 2 203* 3 204* 4 205* 5 206* 6 207* 7 208* 8 209* 9 210* 10 211* 11 212* 12 2X c k c k c k c k c k c k c k c k c k c k c k c k d= + + + + + + + + + + + +

3 301* 1 302* 2 303* 3 304* 4 305* 5 306* 6 307* 7 308* 8 309* 9 310* 10 311* 11 312* 12 3X c k c k c k c k c k c k c k c k c k c k c k c k d= + + + + + + + + + + + +

Typically, factor analysis begins with the preparation of a 
correlation matrix between the observed variables and the factors. 
Matrix decomposition can be applied, and factors can be extracted 
by replacing the diagonal entries of the correlation matrix. The 
diagonal entries of the correlation matrix are the variances of the 
individual variables that make up the correlation matrix and are 
represented by the diagonal entries. In factor analysis, variables are 
decomposed into common and unique factors based on the number 
of factors that are common to each variable. The unique factors 

in this case represent the variation that does not have a direct 
connection with the common factors and cannot be explained by 
them. 

Accordingly, to consider the unique factors, we modify the 
correlation matrix so that the diagonal entries are replaced with 
1 minus the variance of that variable’s unique factor to take all 
the unique factors into account. It is assumed that there is a 1:1 
correlation between a variable and its own value; because of this 
modification, the diagonal entries of the modified correlation 
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matrix are not equal to 1. As a result of subtracting the variance of 
a specific factor, we can effectively account for the unique variation 
within each variable. As part of the matrix decomposition process, 
such as principal component analysis (PCA), common factors are 
extracted, and factor loadings are estimated using the modified 
correlation matrix. Using the matrix decomposition, we can identify 
and estimate the relationships between variables and the factors 
that explain the correlations. After the latent factors are identified, 
multiple regression models are used to develop a prediction model.

Results and Discussion 

Table 1 offers an overview of the data acquired for this research, 
arranged, and presented in a descriptive manner. By reviewing the 

summary statistics, one can see any trends, patterns, or areas that 
need development in the learning outcomes, in addition to any areas 
where the courses are strong or could use some improvement. The 
various measures, like variance, kurtosis, skewness range, etc. give 
insights into the pattern of course outcomes scores. The summary 
statistics offer important insights into students’ accomplishments 
in addition to being a useful tool for comprehending their 
performance. With an average mean score of 0.6740, the mean 
scores also show that the students were able to obtain the highest 
scores in CO6, indicating that they were able to reach the greatest 
score in that outcome. This shows that students demonstrated a 
strong understanding and application of CO6-related knowledge.

Table 1: Descriptive Statistics Summary of marks of the students.

  CO1 CO2 CO3 CO4 CO5 CO6 CO7 CO8 CO9 CO10 CO11 CO12

Mean 0.6486 0.6708 0.3795 0.4083 0.4556 0.674 0.6244 0.623 0.577 0.6374 0.2775 0.3125

Standard 
Error 0.0317 0.0338 0.0295 0.0425 0.0306 0.0298 0.0262 0.0272 0.0367 0.0331 0.0354 0.0541

Median 0.6446 0.7153 0.3649 0.3269 0.4333 0.7085 0.6271 0.625 0.5842 0.6484 0.2321 0.0833

Mode 0.9346 0.974 0.2218 0.2308 0.4846 0.4767 0.6568 0.5135 1 0.8594 0.1429 0

Standard 
Deviation 0.2198 0.2344 0.2041 0.2942 0.2117 0.2061 0.1816 0.1887 0.2542 0.2295 0.2453 0.3748

Sample 
Variance 0.0483 0.0549 0.0417 0.0865 0.0448 0.0425 0.033 0.0356 0.0646 0.0527 0.0602 0.1404

Kurtosis -0.4928 -0.5431 0.3665 -1.1586 0.4588 -0.0985 0.3695 -0.0374 -0.8532 -1.0437 0.348 -0.9361

Skewness -0.3848 -0.5647 0.6206 0.2981 0.538 -0.5068 0.5042 0.266 0.1127 -0.1728 1.007 0.791

Range 0.8358 0.8873 0.9294 1 0.9148 0.8549 0.7881 0.813 0.8967 0.8203 0.9286 1

Minimum 0.1381 0.1127 0.0685 0 0.0698 0.1451 0.2881 0.2478 0.1033 0.1797 0 0

Maximum 0.9738 1 0.998 1 0.9846 1 1.0763 1.0608 1 1 0.9286 1

Sum 31.1306 32.1961 18.2165 19.5962 21.8673 32.3516 29.9692 29.9045 27.6976 30.5952 13.3214 15

Confidence 
Level 

(95.0%) for 
mean

0.0638 0.068 0.0593 0.0854 0.0615 0.0599 0.0527 0.0548 0.0738 0.0667 0.0712 0.1088

Confidence 
Level 

(95.0%) for 
mean

0.0631 0.0671 0.0581 0.0841 0.0602 0.0586 0.0519 0.0538 0.0728 0.0658 0.0698 0.1073

The standard deviation is a helpful tool for examining the 
dispersion within a certain course outcome. CO12 has a standard 
deviation of 0.3748, which sets it apart from the other findings. 
This suggests that compared to the scores for the other outcomes, 
the CO12 scores had a wider distribution. Assessing the lowest and 
highest value of each result will help us to better understand the 
range of scores that students have received. CO12 varied widely, 
with some performing remarkably well and others not meeting 
expectations. CO12, for instance, varies the most, spanning from a 
minimum value of 0 to a maximum score of 1. This suggests that 
students’ performance in CO12 varied widely, with some achieving 
very high standards and others finding it difficult to meet passing 

grades.

The correlation heatmap between the course outcomes is 
shown in Figure 1. The correlation matrix of the course reveals 
several interesting findings. A significant number of outcomes 
demonstrate a positive correlation with one another, implying 
that higher achievement in one area is typically correlated with 
better performance in other areas. The correlation coefficients 
above 0.5 for many outcomes strongly supports this observation. 
For instance, there appears to be a persistent relationship between 
CO1 and CO2, as indicated by their strong positive correlation of 
0.725. Likewise, there is a significant correlation of 0.710 between 
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CO3 and CO4. A few outcomes also show moderate to strong 
connections with numerous other outcomes. For example, CO7 
has positive correlations with CO2 (0.651), CO3 (0.687), and cO5 
(0.720). However, the correlation coefficient between CO1 and 
CO11, which is 0.362, indicates that some results have a weaker or 

non-existent linear relationship. In general, the correlation matrix 
offers a significant understanding of the relationship between 
the course outcomes, assisting in the identification of trends and 
possible areas for study.

Figure 1: Correlation Heatmap.

The 5-number summary of every course outcome is displayed 
in Figure 2. The value of each course outcome varies from 0 to 1. 
The course outcomes, CO1, CO2, CO6, and CO10, have a median 
value above 0.65 which indicates that 50% of the students achieved 
a score of 0.65, or higher. It suggests that a significant portion of the 
students performed well and achieved scores close to the maximum 
possible value. The median scores for CO3, CO4, CO11, and CO12 
are below 40%, indicating that approximately half of the students 
received scores that were close to the minimum value.

Table 2 presents the three latent variables that are derived from 
the given 12 course outcomes. Upon analyzing the observations 
from Table 2, we find that certain course outcomes exhibit higher 
factor loadings on Factor 1, indicating a strong relationship with 

this factor. The course outcomes CO1, CO2, CO3, CO4, CO5, and CO6 
have higher loadings on Factor1 and to a lesser extent with CO11. 
They are particularly influenced by Factor 1 and can be considered 
more relevant to Factor 1. Similarly, there are course outcomes with 
higher loadings on Factor 2, such as CO7, CO8, and CO10. These 
course outcomes are more strongly associated with Factor 2 and 
can be considered more relevant to Factor 2. Lastly, there are course 
outcomes with higher loadings on Factor 3, such as CO9 and, to a 
lesser extent, CO12. These course outcomes demonstrate a stronger 
connection with Factor 3 and can be considered more relevant to 
Factor 3. Since Factor 1, Factor 2, and Factor 3 accommodate all the 
course outcomes, they can be used to predict the grade of the mark 
using regression. 

Table 2: Factor Analysis.

COURSE OUTCOME FACTOR1 FACTOR2 FACTOR3

CO1 0.83961 0.177638 0.113259

CO2 0.686569 0.086544 0.395198

CO3 0.738766 0.372475 0.214291

CO4 0.761453 0.317615 0.068881

CO5 0.733473 0.309165 0.258636
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CO6 0.725109 0.074335 0.372891

CO7 0.281106 0.733075 0.233452

CO8 0.093675 0.979845 0.161658

CO9 0.255931 0.383037 0.88475

CO10 0.360556 0.563594 0.272812

CO11 0.463673 0.266265 0.380301

CO12 0.341614 0.397485 0.423506

The predictive model was built using various regression 
models, and the one that yielded the lowest Root Mean Square 
Error (RMSE) was selected as the final model. The dataset was 
divided into a training set (70% of the data) and a testing set 
(30% of the data) using a holdout method. The various regression 
models were trained using the training set, where the predictor 
variable and target variable were paired. After training the model, 
it was evaluated using the testing set. Figure 3 shows the error 
mean, RMSE, and error standard deviation of the test data. In this 
case, RMSE is a commonly used metric to assess the accuracy of 
regression models. It measures the average deviation between the 

predicted values and the actual values. In this case, the RMSE value 
of 0.06 indicates that, on average, the predicted values from the 
model deviate from the actual values by approximately 0.06 units. 
The mean error is calculated as the average of the errors, and in 
this case, it is -0.0166. A mean error close to zero suggests that, 
on average, the model predictions are close to the actual values. 
The standard deviation of the errors is 0.06459, which provides a 
measure of the spread or dispersion of the errors around the mean 
error. A smaller standard deviation indicates the errors are close to 
the mean error, suggesting consistent model performance.

Figure 2: Course Outcomes Distributions using boxplot.
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Figure 3: RMSE of Test data.

Considering the context of the problem, where the maximum 
grade value is 10 and the minimum grade value is 1, an RMSE 
of 0.06 can be considered acceptable. The magnitude of the 
RMSE is negligible compared to the range of grades, indicating 
that the model’s predictions are reasonably accurate. Overall, 
the combination of a mean error close to zero, a small standard 
deviation, and an RMSE of 0.06 suggests that the predictive model 
performs well in predicting the grade variable. 

Conclusion and Future 
Course outcome assessment facilitates instructors’ ability 

to provide targeted instruction, align curriculum with desired 
outcomes, provide meaningful feedback, and facilitate continuous 
improvement. Fifty undergraduate students took part in the 
study, completing a variety of tasks such as quizzes, self-study, 
midterms, and final exams. Descriptive statistics, including mean, 
standard deviation, minimum, maximum, and percentiles, were 
used to analyze the students’ performance in the different course 
outcomes. To further comprehend the interdependencies between 
the course outcomes, a correlation matrix was also created. The 
findings suggest that students had differing levels of proficiency in 
the course outcomes. The course outcomes with the greatest mean 
score, CO6, indicated a relatively strong performance. On the other 
hand, the course outcomes with the lowest mean score, CO11 and 
CO12, indicated the need for further progress in these outcomes.

Descriptive statistics and correlation analysis included in the 
study make it clear that the student struggled with some course 
outcomes while excelling in others. Higher performance in one 
result was consistently correlated with higher performance in other 

outcomes, as seen by most of the course outcomes showing positive 
correlations. It appears that students who excelled in certain 
areas were likely to perform well in the related examinations as 
well. Conversely, weaker correlations between specific outcomes 
highlight potential areas for further investigation and instructional 
adjustments. As a result of these findings, educators and researchers 
can gain valuable insights into students’ achievements, determine 
patterns, and identify potential areas for improvement.

In addition, latent variables describing each course outcome 
were identified using factor analysis. Factor 1, Factor 2, and Factor 3 
were identified through the factor analysis conducted in this study 
as underlying dimensions that explained the patterns of correlation 
among the course outcomes. Factor 1 was strongly associated with 
a number of course outcomes, indicating that the factor is relevant 
to these outcomes. There was a similar relationship between 
Factor 2 and Factor 3 and specific outcomes, indicating that they 
have distinct dimensions. The factor analysis provides a deeper 
understanding of the relationship between the course outcomes 
and the various variables in the data, in addition to reducing the 
dimensionality of the data. A regression model based on these 
factors has also been developed that can predict grades with a 
reasonable degree of accuracy, with the final model showing a 
reasonable degree of accuracy. Educators and researchers can 
combine factor analysis and regression modeling to understand 
the factors driving student performance and improve instructional 
practices by using this information.

The work presented in the study is limited to a sample size of 
50 participants. It is imperative that we consider extending the 
participant pool of future studies to gain a deeper understanding of 

http://dx.doi.org/10.33552/IJER.2024.03.000566


Iris Journal of Educational Research                                                                                                                              Volume 3-Issue 4

Citation: Abraham Varghese*, Dhanasekar Natarajan, Helen Anitha Rani X and Bushra Hibras Al Sulaimi. Assessing Course Outcomes and 
Predicting Grades in an Undergraduate Level Program: Insights from Performance Analysis and Factor Regression Modeling. Iris J of Edu & 
Res. 3(4): 2024. IJER.MS.ID.000566.  DOI: 10.33552/IJER.2024.03.000566

Page 8 of  8

student achievement on a more comprehensive level, by including 
a larger number of students. Moreover, studies with the goal of 
exploring various instructional strategies along with their impact 
on student learning should also be a focus of future research. This 
could involve comparing different teaching methods, incorporating 
technology-enhanced learning approaches, or implementing 
innovative pedagogical approaches to identify the most effective 
strategies for enhancing the learning experience and improving 
outcomes for undergraduate level students [1-6].
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