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Abstract

Nowadays, with the advancement of technology, many new sectors are emerging, and some are gaining increasing importance. In the consulting
sector, which provides businesses with the guidance they need, providing the right service to customers quickly is one of the most important
strategies. The quality of the services provided directly impacts customer loyalty and business success. Therefore, it is essential to assign the right
service to the right personnel. The study aimed to ensure effective employee-task matching, and an approach combining Sentence-Bidirectional
Encoder Representations from Transformers (SBERT) and Large Language Models (LLMs) has been proposed for this purpose. SBERT measured the
semantic similarity between each candidate’s resume and the requirements of the requested position with high accuracy. Integrating the Meta-Llama-
3-8B-Instruct, Mistral-7B-Instruct-v0.2, and Phi-3 Mini language models enabled contextual analysis of consulting requests and comprehensive
assessment of candidate experiences. LLM-based assessment enabled context-sensitive and in-depth analysis of positions and candidate profiles,
not just at the keyword level. Thus, by effectively using unstructured text alongside structured data, much more accurate and explainable matching
results have been achieved. The results showed that although the model training time has been longer than other models, Meta-Llama-3-8B-Instruct
achieved the highest coverage and accuracy. It provided more justification and technical detail in the suitability scores. As a result of the study, LLMs
generated comments for each resume, including detailed justifications and strengths/weaknesses. The LLM approach, applied in conjunction with
SBERT, provided both extensive preliminary screening and in-depth qualitative analysis.
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Introduction

) ] today as guidance processes provided by individuals or organiza-
Businesses need external expert support in response to the

tions specialized in a specific field, leveraging their knowledge, ex-
challenges they face in their fields of activity, changing market

perience, and analytical perspectives. The service provided to cus-

i i h Is. i i i . . - .
dynamics, and strategic growth goals. Consulting services, which tomers must be delivered in the most efficient, rapid, and accurate

emerge to address this need, are gaining significant importance
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manner. This results in positive customer feedback and contributes
significantly to brand image. Furthermore, matching the right per-
sonnel to the job is a key factor that directly impacts employee mo-
tivation. Employees are able to produce informed and swift work
on a topic within their expertise. This maximizes team efficiency.
In this context, matching the right personnel with the right com-
petencies is crucial. Improperly matching personnel with service
personnel leads to services that fail to meet customer needs and
expectations, prolonging the work process. This reduces customer
satisfaction and, consequently, damages the company’s corporate
reputation. Assigning unsuitable personnel to the service area dis-
rupts project management processes and lowers quality standards.
This leads to additional resource and time requirements, increasing
costs and negatively impacting operating budgets.

During the employee-task matching process, the consultant’s
academic and professional expertise, previous experience in the
sectors they have worked in, their technical knowledge and social
skills, as well as their ability to communicate effectively and their
past successes are evaluated. Furthermore, the client requesting
the service is thoroughly analyzed for their sectoral position, or-
ganizational structure, the problem they face, and their priorities
and expectations in seeking solutions. This ensures a high level of
rapport between the client and the consultant, enabling the con-
sultant to quickly adapt to the process and effectively implement
strategic business planning. Therefore, numerous parameters are
considered for accurate matching. Accurately analyzing these pa-
rameters is time-consuming and cannot yield accurate results using
manual methods. Therefore, automatic matching of personnel and
services is necessary [1].

Employee-task matching is addressed as a classification prob-
lem throughout the academic literature, and studies have been
conducted using various machine learning algorithms. However,
sufficient labeled historical data may not be available for this clas-
sification problem. This leads to overfitting in machine learning
methods, weakening the generalization capabilities of the model.
Furthermore, inefficiency occurs in scenarios where the model is
not dynamically updated. In this context, LLMs, which have become
popular today, are gaining importance due to their many advan-
tages for solving problems with contextual, multidimensional, and
diverse data, such as employee-task matching. LLMs have high se-
mantic association, natural language understanding, and general-
ization capabilities. Furthermore, LLMs can directly process natural
language texts such as employee resumes, job descriptions, or per-
formance ratings, and can more accurately capture the contextual
fit between an employee’s past experiences and the requirements
in the job description [2].

This study aimed to perform employee-task matching using
SBERT and three different language models for the consulting
sector. For this purpose, Meta-Llama-3-8B-Instruct, Mistral-7B-In-
struct-v0.2, and Phi-3 Mini have been used. A two-stage evaluation
method has been implemented. In the first stage, the query sen-
tence, based on the position name and role technical description,
has been vectorized using the SBERT model and compared with the
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embeddings of each resumeto calculate the SBERT similarity score.
Additionally, domain-specific bonus points have been assigned
based on the technologies and terms used within the resume. This
is not only focused on linguistic similarity but also on content-ori-
ented technical suitability.

This study is organized as follows: Section 2 includes relevant
literature. Methodology is presented in Section 3. Employee-task
matching models are presented in Section 4. Results and discussion
are given in Section 5. Section 6 concludes the paper.

Literature Review

[3] presented an LLM-based, end-to-end zero-shot system for
skill extraction from job descriptions. They synthetically generated
training data for European Skills, Competences, Qualifications and
Occupations (ESCO) skills. They then trained a classifier model to
extract skill phrases from job postings. A similarity collector has
been used to generate skill candidates for reranking with the help
of LLM. Synthetic data provided a 10-point performance improve-
ment in the Relevant Precision at 10 (RP10) metric compared to
previous remotely supervised approaches. The reranking feature
of the GPT-4 language model has been also incorporated into the
study. This integration increased the RP10 value by more than 22
points compared to previous methods. Experimental results show
that weaker LLM models perform better than natural language
commands thanks to framing the task in pseudo-programming for-
mat when initializing the language model.

[4] proposed an LLM approach that fine-tuned the baseline re-
sume-based model. Table data obtained from the survey has been
converted into text files resembling resumes. These text files have
been used to predict the next token, and the LLMs have been re-
trained with fine-tuning. The resulting fine-tuned LLM has been fed
into an occupation model. The results showed that its predictive
performance has been superior to all previous models.

[5] compared GPT-4 and human ratings on 736 resumes sub-
mitted to job postings in different fields using real-world evalua-
tion criteria. The effect of prompt engineering techniques on GPT-4
ratings has been examined. Differences between GPT-4 and human
ratings have been also analyzed across race and gender groups. It
has been observed that the scores generated by the LLM showed a
low correlation with human ratings, and the two approaches can-
not be used interchangeably. On the other hand, the integration of
rapid engineering techniques such as Chain of Thought (CoT) has
been observed to improve the performance of LLM ratings. Exper-
imental results indicate that LLM scores do not significantly differ
from human evaluations.

[6] aimed to evaluate recommendation quality and generate
large-scale negative signals while maintaining cost-effectiveness.
To this end, a fine-tuned LLM-based approach has been present-
ed. A classifier has been trained using the labels generated by the
LLM. This classifier improved the performance of recommendation
systems.

[7] presented an LLM-based recruitment recommendation sys-
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tem that enables contextual understanding and matching of job of-
fers with resumes. Unlike traditional classification approaches, the
proposed system captures the complex relationships between can-
didate qualifications and job requirements. The system is personal-
ized by analyzing resumes and job descriptions. Successful recom-
mendations are provided. The system’s success has been tested on
an open dataset of resumes and job offers. The results show that
the proposed system outperforms traditional deep learning models
such as BERT.

[8] This approach aims to overcome the shortcomings of tra-
ditional methods in employee-task matching and to improve the
interpretation of deep learning approaches. A new employee-task
matching approach based on the BM25 algorithm and a pre-trained
language model has been proposed. In the first stage, the BM25
algorithm pre-screened resumes based on job descriptions. The
match degree of keywords has been then calculated. This degree
has been used to eliminate candidates that did not match the job
requirements. Using BERT, resumes that passed the pre-screening
have been ranked and the most suitable candidates have been iden-
tified. Experimental results demonstrated the effectiveness of the
proposed approach.

[9] A two-stage training framework has been proposed to
match job descriptions with suitable candidates. First, a contras-
tive learning approach has been presented to train the model on a
dataset derived from real-world matching rules, such as geographic
proximity and research area overlap. While the method has been
found to be effective, it has been observed that the model primari-
ly learned the patterns defined by these matching rules. Second, a
novel preference-based fine-tuning method called Rank Preference
Optimization (RankPO), inspired by Direct Preference Optimization
(DPO), has been presented. Experimental results showed that the
first-stage model demonstrated high performance on rule-based
data, but its robust textual understanding remained weak. After
fine-tuning using the RankPO method, the model’s performance on
the original tasks has been observed to improve.

[10] LLM and Graph Neural Network (GNN) based Signal In-
tegration for Talent and Recruiters method has been proposed to
overcome the problems of cold start, filter bubbles, and biases af-
fecting candidate-job matching while developing recommendation
algorithms for the LinkedIn job matching system. LLMs have been
used to extract semantic representations of textual data such as
member profiles and job postings. GNNs have been used to mitigate
cold start problems through network effects by modeling complex
relationships in the network structure. STAR also included features
such as adaptive sampling and versioning. The proposed approach
provides a methodology for creating embedded representations in
industrial applications.

[11] proposed a DeepSeek-based employee-task matching ap-
proach. The proposed system extracted skills from job descriptions
and resumes using Natural Language Processing (NLP) and seman-
tic embedding techniques. The outputs have been converted into
skill vectors, and employee-task matching scores have been calcu-
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lated. Examining the results and the resulting analyses, it has been
observed that the proposed system has high potential.

[12] presented an approach that incorporates the Automatic
Semantic Taxonomy Enrichment Methodology (ASTEM) and the
Role Competency Embedding-Based (RCE) framework to reduce
manual effort, increase the precision of role-competency matches,
and support data-driven decision-making processes. A qualitative
case study has been conducted on a large company operating in the
aerospace, defense, and security sectors.

[13] aimed to improve students’ career prospects in three steps,
and an LLM-based system has been proposed for this purpose. Re-
sume analysis identified suitable job opportunities for students,
and skill gaps have been identified using resumes, class assign-
ments, and similar external resources. Students have been provided
with customized learning paths. The proposed system accurately
matched students’ profiles with jobs in real-world environments.
True skill gaps have been identified while reducing false positives.

[14] A computational system capable of extracting ESCO skills
from textual data using NLP techniques, sentence embeddings,
HDBSCAN-based clustering, and LLMs has been presented. The
similarity between input queries and ESCO skills has been assessed
using three different approaches. First, only NLP has been present-
ed; only LLM suggestions have been presented through the official
DeepSeek Application Programming Interface (API); and a hybrid
approach combining NLP and LLM outputs has been presented.
HDBSCAN-based clustering has been then used to group similar
skills into coherent clusters. Deepseek-V3 has been integrated
through the official API to improve and validate skill mappings. Re-
sults indicate that the system has the potential to automate skill ex-
traction with high accuracy for universities, students, and employ-
ers. Furthermore, the ESCO API performed only comparable to the
LLM approach for English input. Performance has been observed to
degrade for Portuguese input.

[15] aimed to develop an LLM-based resume-job intelligent
matching system specific to the hotel industry. An analysis of the
system’s matching performance across different position types
is presented. A chain hotel group has been used as a case study.
1,847 records have been obtained between 2014 and 2024 across
six main categories: front office, housekeeping, food and beverage,
sales, logistics, and management. Through controlled experiments
and ablation studies, the performance differences of LLMs in re-
sume screening across various position types have been evaluated.
The BERT model has been fine-tuned with Low-Rank Adaptation
(LORA) for domain adaptation. Additionally, a multidimensional
matching algorithm incorporating skill, experience, and soft skill
dimensions has been developed. The results showed that the sys-
tem achieved higher matching accuracy for more standardized po-
sitions than for positions requiring strong customization. Further-
more, a statistically significant performance improvement in the F1
score has been observed compared to traditional Term Frequency
- Inverse Document Frequency (TF-IDF) methods.
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Methodology
SBERT

SBERT replaces a pre-trained BERT with Siamese and ternary
network structures to generate comparable semantically meaning-
ful sentence embeddings using only cosine similarity. The Siamese
architecture is a computationally efficient BERT. Using a single copy
of the pre-trained BERT requires running all possible combinations
of sentence pairs from a dataset to generate a representation for
the sentence pairs. SBERT first averages a pair of BERT embeddings
into fixed-size sentence embeddings. It uses the two sentence em-
beddings and the element-wise difference between them. It can
also run a structured softmax layer for classification and regression
tasks [16].

Meta-Llama-3-8B-Instruct

The model is 8B and 70B in size and consists of pre-trained and
instruction-tuned generative text. Meta-Llama-3-8B-Instruct in-
struction-tuned models are optimized for conversational use cases
and outperform most open-source conversational models [17].

Mistral 7B

Mistral 7B utilizes Grouped Query Attention (GQA) and Sliding
Window Attention (SWA). GQA significantly improves inference
speed. By reducing memory requirements during decoding, it en-
ables higher batch sizes and thus higher throughput. This makes the
model important for real-time applications. SWA is designed to pro-
cess longer sequences more efficiently with lower computational
cost. This feature circumvents a common limitation of LLMs. These
attention mechanisms collectively contribute to the improved per-
formance and efficiency of Mistral 7B. Mistral 7B is released under
the Apache 2.0 license. Furthermore, the model allows fine-tuning
across a wide range of tasks [18].

Phi-3 Mini

The Phi-3-mini model stands out today as a transformer de-
coder architecture with a default context length of 4K. To maximize
its benefits to the open-source community, Phi-3-mini is built on
a similar block structure to Llama-2. It uses the same tokenizer
with a vocabulary size of 320641. All packages developed for the
Llama-2 model family can be directly adapted to Phi-3-mini. The
model uses a latent size of 3072, 32 headers, and 32 layers. The
Phi-3-small model uses the TikToken tokenizer for better multilin-
gual tokenization, with a vocabulary size of 1003522 and a default

Table 1: LLM’s layer details.

context length of 8192. The model also follows the standard decod-
er architecture of a 7D model class with 32 heads, 32 layers, and a
latent size of 4096 [19].

EMPLOYEE-TASK MATCHING MODELS

The top 25 resumes that best matched the position description
have been identified using SBERT. For this purpose, SBERT models
have been integrated with the Sentence Transformers library via
HuggingFace. Paraphrase-multilingual-MiniLM-L12-v2 has been
selected as the model, and the Sentence Transformers 2.6.1 frame-
work has been used. The embedding size has been set to 384, and
Mean Pooling has been applied. Embedding vectors have been nor-
malized using the L2 unit length. A batch size of 16 has been cho-
sen for the training process. Cosine Similarity has been used as the
similarity metric.

Meta-Llama-3-8B-Instruct, Mistral-7B-Instruct-v0.2, and Phi-3
Mini have been used as language models. LLM models have been
run locally with LM Studio in. gguf format, eliminating the need for
an online API. All models have been tested with quantized (Q4) ver-
sions to operate in CPU and low-RAM environments. A two-stage
evaluation method has been implemented within the study. First,
query sentences generated based on the position name and tech-
nical description of the role have been vectorized using the SBERT
model. Then, SBERT similarity scores have been calculated by com-
paring them with the embeddings of each resume. Bonus points
have been assigned based on the technologies and terms included
in the resume, specific to the relevant domain. This approach prior-
itized not only linguistic similarity but also content-focused techni-
cal suitability. Secondly, candidates have been pre-selected based
on SBERT and bonus scores. The highest-scoring candidates from
the top 50 resumes have been analyzed in detail using the LLM. For
each resume, the LLM has been provided with a specially prepared
prompt, including the position information, technical require-
ments, and resume content. A suitability score, descriptive justifica-
tion, strengths (pros), and weaknesses (cons) have been generated,
ranging from 0 to 100. Each candidate has been evaluated three-di-
mensionally using the SBERT similarity score, content-based bonus
score, and LLM score. These three components have been weighted
between 30% and 70%. Thus, the final score has been calculated,
and the highest-scoring candidates have been prioritized. All LLMs
have been run in GGUF format using local inference based on lla-
ma.cpp. Quantized (Q4) versions have been preferred, resulting in
high accuracy with low memory usage. LLM layer details are given
in Table 1.

Meta-Llama-3-8B-Ins- | Meta-Llama-3-8B-Instu-
tuct ct-Q4_K_M.gguf ~8B Q4_K M 4096 32 8 42
Mistral-7B-Instru- Mistral-7b-insctu-
ct-v0.2 ct-v0.2.Q4_k_S.gguf ~878 Q4KS 4096 32 8 42
Phi-3 Mini (Microsoft) | ©1i-3-mini-4k-instru- ~3.8B Q4.0 4096 0 8 42
ct-q4.gguf
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The resume content, position, and role information have been
input to the LLM using a specially designed prompt. A sample query

is shown in Figure 1.

A sample query output is provided in Figure 2.

e N
Pozisyon: Java, PL SQL Developer
Programming Languages: Java, Javascript, Angular
Frameworks: Spring, SpringBoot, Hibernate, JPA, Struts, Oracle Forms, Oracle ADF
Databases and Query Languages: Oracle, PLSQL
CI/CD and DevOps Tools: Jenkins, Bamboo, Docker, Kubernetes
Other Tools and Technologies: Maven, Git, Webservices (SOAP and REST), Elastic, Keycloak, RabbitMQ, CAS
TDD (Junit, Mockito, PowerMack), Swagger, IBM Content Manager, XML, JSX, JSON, YAML
Application Servers: Weblogic
Figure 1: A sample query.
N J
e N
Final Skes 5 0 1
Justification Adayn gaomigie lna geleiing clarsk galeging ve FLSOL bigisne sehep
oldugu balirtilmig, Ancak son yilarda geligtirici olarak aktif eol almadigs,
Jarea/PLECIL e glincel deneyim eksikligi we ihtiyag duyulan teknolojilerin
Spiing, Angular vi) OV de yer almarman nederiyle digik puan verilmiy
Agklarna Ay, gegmigte Jva gebitiicis olarak galgme ve PLISOL telmalajising
bselirtmity, Ancak som i denayimierinin analist ve proge yanetimi adakh clmas,
toknik yetndiligini smrlardimyor, gl aracler ve frameworkTer agkea OV de
belir tilmerniy
Avantaglas [Prod) Jarva peligtinaci guegmigi wi- PLS0L bilgisd rvcut
Dezmaniajlar [Cons) - Son deneyimler feknik degil [analisy/Serum Master) \n- lva/FLSCL ile
glincel galigrma yok - Gereldi framework ve araclar OWide eksik (Spring
Hiberrate, Docker. Angular wi)
Figure 2: A sample query output.
N J

Results and Discussion

— Meta-Llama-3-8B-Instruct provided the highest coverage and
accuracy. It provided more justification and technical detail in
its suitability scores. The model training time was longer than
the other models.

- Mistral 7B was not as deep as Meta-Llama-3-8B-Instruct,
but it provided balanced results. The model training time was
shorter than Meta-Llama-3-8B-Instruct.

— Phi-3 Mini runs fast and consumes very little memory, but the
answers have been very summary and superficial. LLM gener-
ated detailed justifications and strengths/weaknesses for each
resume, along with commentary.

— The SBERT + LLM approach provided both extensive prelimi-
nary screening (SBERT) and in-depth qualitative analysis.

The relevant position to be matched with the employee has
been identified as Java, PL SQL Developer. The results of the six can-
didates with the highest scores for this position are presented in Ta-
ble 2. Table 2 shows the final scores obtained from the Meta-Llama-
3-8B-Instruct model, which demonstrated the highest performance

within the scope of the study.

If the resume included domain and technology keywords relat-
ed to the position (e.g., Java, Spring Boot, PL/SQL, Oracle, REST API),
a bonus of +0.05 points has been added for each unique match. In
scenarios where the same keyword appeared multiple times, only
a single match has been considered. In this context, the total bonus
score increased linearly with the number of keywords identified.
The final SBERT+Bonus Score for each resume is calculated using
the following formula:

SBERT+Bonus Score=SBERT Cosine+(0.05x number of matches)

The response output generated by the model has been divided
into five main sections: Final Score (0-100), Rationale, Explanation,
Advantages, and Disadvantages. The Final Score has been calculat-
ed using the following formula. This value has been added togeth-
er with the score generated by the large language model (LLM) to
form the final score. The final score has been determined using the
following formula:

Final Score = 0.7 x LLM Score + 0.3 x (SBERT+Bonus Score x
100)
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Table 2: The results obtained with Meta-Llama-3-8B-Instruct.

Java, PL SQL Developer 462.txt 1,5397 78 100,76
Java, PL SQL Developer 276.txt 1,245 80 93,35
Java, PL SQL Developer 282.txt 1,0701 78 86,7

Java, PL SQL Developer 426.txt 1,0644 78 86,53
Java, PL SQL Developer 18.txt 1,0225 78 85,25
Java, PL SQL Developer 439.txt 0,9825 78 84,07

Based on the results:

- Candidate number 462.txt had the highest SBERT + Bonus
Score of 1.5397, with a Final Score of 100.76. This result indi-
cates that the candidate accurately aligned with the position
requirements in terms of textual similarity.

- Candidates in files 282.txt, 426.txt, and 18.txt received scores
in the 86-85 range due to low SBERT scores despite similar
LLM scores. This suggests poor textual cohesion or task-related
semantic similarity.

- Candidate number 439.txt had the lowest SBERT + Bonus
Score (0.9825) and the lowest Final Score of 84.07.

— Considering all these results, it can be said that the SBERT +
Bonus Score has a distinctive effect in measuring position-spe-
cific textual cohesion.

Conclusion

In today’s digital and economic age, the consulting industry is
critical its knowledge-based decision-making processes. Sustain-
able customer satisfaction is a strategic imperative for business-
es. Matching the right personnel with the right role is essential
to improve service quality and efficiency. This study proposes an
approach combining SBERT and LLMs for employee-task matching.
As a result, the LLMs generated comments for each resume, in-
cluding detailed justifications and strengths/weaknesses. The LLM
approach, combined with SBERT, provided both comprehensive
preliminary screening and in-depth qualitative analysis. Employ-
ee-task matching studies in the literature typically use traditional
machine learning algorithms or semantic similarity measures. In
contrast, this study leverages the Transformer-based SBERT model
and the contextual interpretation and inference-generating capabil-
ities of LLMs. The combined use of these two models contributes to
quantitative similarity measurement and qualitative descriptive as-
sessment. Additionally, by combining SBERT and LLM outputs with
a weighted formula in the final score calculation, more balanced
results have been achieved. The language models used included
Meta-Llama-3-8B-Instruct, Mistral-7B-Instruct-v0.2, and Phi-3
Mini, which significantly contribute to the novelty of the study. This
allows multiple comparisons of LLM contextual performance. All
these elements distinguish the study from the existing literature.
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