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Abstract
Eye state classification is a common task in cognitive sciences to detect human cognition state and measure human mind action for various 

applications using Electroencephalography (EEG).  Predicting the state of the eye, whether it is open or closed, is known as Eye State Detection. 
Machine learning methods are used in the literature to classify EEG eye states. In this work, we used Deep Neural Networks and the Random Forest 
model to predict the state of the eye. This experimental work is performed on an EEG eye state data set. Experimental results show that the DNN 
achieved 0.86% and the RF model 92% accuracy. Our proposed model correctly classifies the state of the eye.
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Introduction

The electrical action of the cerebrum is recorded through EEG 
in the structure of a sign [1]. It tends to be additionally viewed as 
the chronicle of the cerebrum’s unconstrained electrical action over 
a while [2]. During procurement, signals are obtained by applying a 
few terminals over the scalp surface [3]. The position and number 
of terminals are application and objective words [4]. This electrical 
action is then recorded in a sign [5]. The sign obtained from EEG 
cathodes is handled in this independent channel. On the other hand, 
one may utilize the term channel or terminal [6]. It is a process of 
determining whether the eyes are opened or closed [7]. It is used in 
many application areas, such as Brain-Computer Interfaces, driver 
drowsiness detection, and Human-Computer Interaction [8]. Good 
accuracy is crucial in real-time eye state classification systems [9].

Deep learning has been widely used in the last few years to 
solve complex problems. Due to deep learning in many complex 
problem areas, researchers achieved the highest accuracy over tra-
ditional machine learning techniques [10]. In this proposed work, 
we classify the state of the eye.  The in-hand data set has 15 attri-
butes and 14497 instances. The eye state variable has binary values 
0 and 1. O represents the Eye is open, and one illustrates the eye is 
closed. In this work, we used a DNN and RF model to classify the 
state of the eye.

Methodology

To classify the state eye, we divide our methodology into four 
parts: Data collection, Data preprocessing, proposed model, and 
Evaluation, which are depicted in Figure 1.
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Figure 1: Proposed Architecture Diagram of EEG Eye State Classification.

Data collection

The EEG eye state data set is collected from the UCI machine 
learning repository. It is a benchmark data set used in several re-
search articles. This data set has 14397 instances and 15 columns. 
Eye state is the target attribute, and the remaining 14 are indepen-
dent.

Data preprocessing

Data preprocessing transforms the raw data into a useful form. 
In this data set, class attribute values are ‘b:0’ and ‘b:1’, which we 
transform into 0 and 1. We also split our data set into train and test 
splits with a 70: 30 ratios using the SK learn preprocessing library.

Data normalization

Normalization is used to scale a variable between 0 and 1. Stan-
dardization transforms data in 0 to 1 range.  Standardization uses 
zero mean and unit variance to normalize feature value.

Deep neural network 

The analysis used a deep neural network to model the EEG eye 
state data set. In this work, we used a deep neural network with 3 
hidden layers [11]. In the first input layer, we used 15 neurons. We 
Used 3 hidden layers with 23,31and 38 neurons. In each input and 
hidden layer neuron, we used the ReLU activation function. In the 
last output layer, we used the softmax activation function. This layer 
gives the probability of a certain class.

Random forest

Random Forest [12] is an ensemble learning model that grows 
the decision tree by splitting the data into n parts. Each decision 

tree is trained on each data part, and finally, the output from each 
decision tree is merged using the voting average. It is more suitable 
for tabular data and gives better results.

Evaluation metrics

We evaluate the performance of our proposed model using two 
evaluation parameters. These are accuracy and loss errors.

Accuracy

Accuracy is an evaluation metric that is used to evaluate the 
classification model. It is the ratio of correct prediction to the total 
number of samples.

Accuracy:  TP+TN/total number of samples

Loss

Loss is a penalty that indicates the predicted performance of 
the model. The loss value indicates how our model fits the data. If 
our model is the best fit for the data, then the loss will be near zero; 
otherwise, the loss will be greater. In case of greater loss, we opti-
mize the parameter to find the best using backpropagation.

Loss= (y-ŷ)^2 on single instance

Y is an actual value and ŷ is a predicted value.

Results and Discussion

Analysis of the EEG eye state data set has been carried out using 
a deep neural network. We performed extensive parameter train-
ing to achieve high performance. Experimental results show that 
our proposed model archived 0.8965 accuracy and 0.23 loss value. 
Model parameters are depicted in Figure 2.
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Figure 2: DNN model parameters.

Figure 2 shows the parameters of the DNN model. It shows that 
this model is trained using the tree hidden layers, and the sigmoid 
activation function is used at the output layer to produce the final 
output.

Figure 3 demonstrates the training and validation accuracy of a 
DNN model. In this figure, the number of epochs is presented on the 
x-axis, and the accuracy of a DNN model is presented on the y-axis. 
It shows the training and validation accuracy is almost identical, 
and the model is not overfitting.

Figure 3: Training and Validation accuracy of the DNN model.
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Figure 4 shows the classification report of an RF model. It 
shows this model has 92% accuracy and f score value and performs 
better than the DNN model. These promising results are due to the 
fact that the RF model performed well for tabular data.

The confusion metrics of an RF model are presented in Figure 5. 
It indicates that the RF model has a low miss classification rate and 
correctly predicts positive and negative classes.

Figure 4: Classification Report of a Random Forest Model.

Figure 5: Confusion Metrics of an RF model.

Conclusion

EEG eye state classification is used to identify the state of the 
eye, whether it is open or closed. In the last few decades, it has 
been observed that in EEG eye state classification, the deep learn-
ing model gives better results. In this work, a deep learning model 
has been applied to the EEG eye state data set to identify the state 
of the eye. A deep neural network was used, and parameter tuning 

was performed. After implementing parameter tuning, the RF mod-
el achieved 0.92% DNN with 86% accuracy. We conclude that our 
proposed model correctly classifies the state of an eye for the EEG 
eye state data set.
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