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Abstract
Analyzing firewall logs and controlling the network traffic according to end-user behaviour is very important. It helps to increase the network’s 

security and reduce the network overhead so that necessary actions can be taken to control user traffic on the network. Machine Learning techniques 
are used to analyze the patterns and to take the necessary actions according to the input patterns. This study performed experiments on the firewall 
log files dataset, which is available publicly. Sequential Feature Selection (SFS) is used to select relevant features. Synthetic Minority Oversampling 
Technique is applied to re-sample the minority classes. Gradient Boosting, Support Vector Machine, and Adaboost classifiers are applied, and the 
results are compared with our proposed Ensemble Weighted Voting Classifier on the firewall log files dataset for classification of firewall log files.
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Introduction

A huge amount of data is generated by the network user in every 
network due to technological advancements. Analysis of end-user 
behaviour is most important to maintain the security and manage-
ment of the network. Firewalls can control the traffic non-legiti-
mately [1], and, according to the network policy, they take the nec-
essary action to allow or deny the network traffic. It can conceal the 
network schema so that it reveals a few information to outside net-
work nodes.  The firewall is a single network system or a group of 
two or more network systems combined to perform the operation 
of a firewall. The firewall preserves information from malicious at-
tacks [2] and makes a system more reliable and secure. The system 
administrator of any organization configures the firewall according 
to the organization’s rules and regulations [3]. A vast amount of au-
dit entries per day are often generated by firewall logs. The traffic 
information collected is used to create a set of data [4]. Using this 
data set, some data mining algorithms are built to analyse firewall  

 

log files. The firewall log files are used for forensics of the network, 
and it helps to understand the network traffic patterns.

Machine Learning techniques are applied to classify firewall 
log files in the literature. In a paper [5], use Random Forest, Naïve 
Bayes, Artificial Neural Network and K Nearest Neighbor to classi-
fy firewall log files.   In this study, we proposed a method for clas-
sifying firewall log files. The sequential feature selection method 
selects the best features from all feature sets. The given dataset is 
suffering from an imbalanced class problem, and to solve the im-
balanced class problem, we use a SMOTE oversampling method. Af-
ter this, we apply Gradient Boosting, AdaBoost and Support Vector 
Machine classifier to classify firewall log files. An ensemble-based 
Ensemble Weighted Voting classifier is proposed for prediction.

The rest of the paper is organized as follows: Section 2 discuss-
es the existing studies for analyzing and classifying firewall log files. 
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Section 3 describes the detailed proposed methodology. Sections 4 
and 5 present the results and conclusions.

Literature Review

The paper [6] explains an empirical and experimental tech-
nique for cyber log file analysis. It applies the Tabulated Feature 
Vector technique and Integrated Feedback mechanism. It suggests 
Topological Data Analysis for log analysis explaining how to build 
an anomaly predictor that is replicable for other types of data and 
files with different types of data attributes. The experimental re-
sults indicate that the proposed technique is accurate and produc-
tive for the prediction and evaluation of log anomalies.

 The study [7] proposes a performance evaluation technique 
of quirk prediction for firewall policy. It applies machine learning 
techniques for attribute selection and different machine learning 
evaluators for determining performance. The results show that 
KNN has achieved higher accuracy than others. It investigates 93 
rules in the model, 6 of which showed irregularity, and also further 
dives deeper into the rules based on expert opinion for security 
purposes. The research shows that anomalies can be predicted in 
firewall policies by using machine learning techniques that are very 
helpful to overcome security issues.

The paper [8] illustrates through analysis of log files to over-
come the issues regarding attacks related to data like security prob-
lems, problems related to debugging, etc. by predicting the attacks 
of data through generating alert occurrence in any execution or 
system. Information can be exposed during amendment or in the 
early stages of system manufacturing through logs and be used for 
various objectives.

In a paper [9], the quality of internet service for users is im-
proved. It proposed the Generalized Sequential Pattern (GSP) algo-
rithm, primarily used for mining the patterns in a company’s real 
data. GSP extracts multiple patterns from the data based on user 
behaviour regarding the usage of the internet to facilitate the user 
by providing them with enhanced or improved quality internet ser-
vices. The results demonstrate useful and insightful patterns that 
can be used for enhancing the service quality of the internet for the 
users.

The paper [10] predicts firewall logs by scanning the network 
to either stop or permit the traffic of the network. They use the Bee 
Swarm Optimization (BSO) algorithm based on the attribute/fea-
ture selection strategy for scanning purposes. They merge optimal 
attributes/features in their work. The results of the BSO optimal 
attribute/feature merging algorithm provide accurate and efficient 
output as compared to all feature merging approaches.

In a paper [11], machine learning algorithms are used to detect 
malicious user requests in a DNS firewall experiment. This experi-
ment is performed on 34 features and 90k records of real DNS logs. 
The quantitative finding depicts that their method detects benign 
and malicious domains with a range of 89 to 96% accuracy.

 In a paper [12], the use of the Generalized Sequential Pattern 
Mining (GSP mining) algorithm helps to understand users’ behav-

ior on the Internet. The experiment was conducted on a dataset of 
Firewall log files in Thailand. The experimental findings show that 
the method’s highest F-score is 0.90.

A paper [13] analyses internet log files to identify malicious 
attacks from different websites and uses ElasticSearch, Logstash, 
and Kibana for log file analysis. Furthermore, a real-time alert sys-
tem was built that generated an alarm based on the conditions. In 
a study [14] used a Support Vector Machine (SVM) for the classi-
fication of Firewall log files. The experiment was performed on a 
dataset of firewall log files. The experimental result shows that SVM 
with RBF kernel classifies the firewall log files with an F-Score of 
78%.

Proposed Methodology

This section discussed the details of the proposed method for 
firewall log files classification. Figure 1 shows the proposed meth-
odology diagram for firewall log file classification.  It shows that we 
first input the given network parameters into the pre-processing 
module. The pre-processing module performs the label encoding, 
Feature selection, re-sampling and data standardisation.  These se-
lected attributes pass to the machine learning model for classifica-
tion.  The output of each model is passed to the evaluation metrics 
to evaluate the performance of each model.

Dataset Detail

This study performed the experiment on the firewall log files 
dataset that is available on the UCI repository. It has 11 indepen-
dent features and 65532 instances that contain information about 
the user’s traffic details. The target class attribute is categorical and 
has four classes: deny, allow, drop, and reset. The target attribute of 
each category describes each specific task related to firewall action.  
The deny action represents that allows the internet traffic, and the 
deny represents that blocks the traffic. Drop action represents the 
silent drop of the traffic. Reset both actions sends transmission con-
trol protocol to server and client-side devices.  The other features 
are source port, destination port, NAT source port, NAT destination 
port, bytes, bytes sent, bytes received, elapsed time in seconds, 
packet, packet sent, and packet received.

Pre-Processing

This study utilized label encoding and the standard scalar 
method to prepare the data for the machine learning model.

Label Encoding

Label encoding is a process of converting the string category 
into a numeric category. The purpose of performing label encod-
ing is that most machine learning methods only work with numeric 
data. In this study, we performed the label encoding of the target at-
tribute using the label encoding function. After the Label encoding, 
Allow the class to assign a 0, deny the class to assign a 1, drop the 
class to assign a 2, and Both assign a 3 category, respectively.

Feature Selection

Feature selection is a process of selecting the most important 
and relevant features from all features. Feature selection has two 
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advantages: First, it helps to reduce the computational cost of the 
model; second, it helps to reduce the overfitting. Because irrelevant 
attributes cause overfitting and affect the model performance [15].  

The sequential feature selection method selects the most relevant 
features from the firewall log files data set. 

Figure 1: Proposed Methodology Diagram.

Sequential feature selection is a wrapper feature selection 
method that uses a greedy approach to pick the features. SFS se-
lects the best new feature for each iteration based on the cross-val-
idation score. It removes or adds features at a time based on the 
algorithm’s performance until a feature subset reaches the desired 
number of features. This study uses the forward strategy of SFS to 
select the features. This method initially starts with no feature in 
the model, and we keep adding the features in each iteration until 
adding a new feature does not improve the prediction performance 
[16].

Synthetic Minority Oversampling Technique

Re-sampling is the process of drawing a new sample from the 
data from the original samples. The purpose of using the re sam-
pling technique is to balance the data set. In an imbalanced clas-
sification problem, the class distribution is biased towards some 
categories, such as action attribute reset, where both categories 
have few instances and allow the category to have more than half of 
instances in a given data set. This study uses the SMOTE oversam-
pling technique to re-sample the instances of the Action class label. 
SMOTE re-samples the instances by selecting the instances near 
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each other in a feature space. It draws a line in the feature space be-
tween the data points and, after this, draws a new data point along 
that line [17].

Standard Scalar

The standard scalar method shown in Eq. 1 standardizes the 
firewall log files data set.

Z=X-mean/SD

X is an input feature, the mean is an average of features, and SD 
is the standard deviation of input features.

Machine Learning Method

This study applies Support Vector Machine, Adaboost, Gradient 
Boosting and the proposed Ensemble Weighted Voting Classifier for 
firewall log file classification.

Adaboost [18] is an ensemble learning classifier that combines 
many weak learners to build a strong prediction model. Adaboost 
classifier has four main steps that are performed in both classifica-
tion and regression problems. A first decision stump is built on the 
training data, and in the second step, it creates a decision stump of 
different variables and observes the performance of each stump to 
its target classes. After this, it assigned more weight to the classifier 
that incorrectly classified the sample. It reiterates the steps until 
the maximum iteration criteria are met.

Support Vector Machine [19] is a supervised Learning tech-
nique that can be used in classification and regression problems. 
Support Vector Machine built a decision boundary that separates 
the 11-dimension feature space of the firewall log file dataset into 
action category classes. This decision boundary is used to correct 
the category of new input instances. The goal of SVM is to draw a 
decision boundary between data points by a large marginal hyper-
plane. This study uses the rbf kernel.

Gradient Boosting [20] is an ensemble learning model that is an 
improved version of the AdaBoost model. It also creates multiple 

prediction models like Adaboost to build a strong prediction mod-
el. The difference is that in GB, we do not provide the n estimator 
based on our choice. It used a decision tree as a default n estimator. 
Gradient Boosting has three main elements: weak model, additive 
model, and loss function.

Ensemble Learning is a machine learning strategy combining 
the performance of multiple classifiers. Ensemble Voting is a strat-
egy in which we combine the performance of multiple classifiers 
based on voting.  However, in the Ensemble Weighted Voting strate-
gy [21], we assigned the weight to each classifier based on the per-
formance. In ensemble voting, each classifier contributes equally.  
The purpose of using a weighted voting strategy is to assign the 
weight based on the classifier’s performance. In this study, we use 
Random, Forest, Gradient Boosting, and Extreme Gradient Boosting 
as a based learner. The purpose of using Random Forest, Gradient 
Boosting and Xtreme Gradient Boosting is that they performed bet-
ter in the case of Tabular data.

Evaluation Metrics

F score, accuracy, recall, and precision metrics are used to eval-
uate the performance of each method.

Results and Discussion

Gradient Boosting, Support Vector Machine. The Adaboost 
and Ensemble Weighted Voting Classifier is applied on firewall log 
dataset for classification of firewall log files. The prediction perfor-
mance of Ensemble Weighted Voting Classifier is high as compared 
to other methods. Table 1 shows the results of prediction method 
for classification of firewall log files. The prediction result of this 
method is better as compared to the other existing method.

Table 1 shows that Ensemble Weighted Voting Classifier has 
the highest results in precision, accuracy, recall, and F score, which 
demonstrate that this method correctly classifies the firewall log 
files into their respective actions. Adaptive Gradient Boosting cor-
rectly classifies the log files compared to Gradient Boosting and 
Support Vector Machine.

Table 1:  Result comparison of machine learning method for classification of firewall log files.

Method Accuracy Precision Recall F score

Adaboost 95.53 96.85 95.52 95.99

Gradient Boosting 92.98 92.23 92.9 92.6

Support Vector Machine 93.5 92.711 93.51 92.92

Ensemble Weighted Voting Classifier 99.72 99.7 99.73 99.718

Figure 3 shows the comparison graph of machine learning clas-
sifiers based on accuracy and F score. It shows that the EWV clas-
sifier has the highest prediction accuracy and F score compared to 
other methods. Adaboost has the second highest prediction accu-
racy and F score. It concludes that the Ensemble Weighted Voting 
classifier classifies all instances in their respective classes.

Figure 3 shows the comparison graph of machine learning clas-
sifiers based on Precision and Recall. It shows that the EWV classi-
fier has the highest Precision and Recall score compared to other 
methods. This demonstrates that the EWV classifier has a low miss 
classification error compared to other methods.
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Figure 2: Comparative Analysis of Machine Learning Models based on Accuracy and Fscore.

Figure 3: Comparative Analysis of Machine Learning Models based on Precision and Recall.

Conclusion

In the modern world, everything is connected to everything, 
and the security of the devices is mandatory. The firewall log file 
analysis is essential; it helps to monitor and control the internet 
traffic flow. It helps to understand traffic behaviour and patterns. 
This study experimented on a publicly available data set of firewalls 
on the UCI Machine Learning repository. This study first selects 
the relevant features using SFS feature selection and re-samples 

the data samples using the SMOTE re-sampling method. Gradient 
Boosting, Support Vector Machine, Adaboost and Ensemble weight-
ed Voting classifier is applied. This method will help to take the 
necessary action on the firewall to control traffic flow better. In 
the future, other feature selection methods, such as the wrapper 
and optimization methods, may apply to select the more relevant 
features. The bagging ensemble method can be integrated with the 
deep tabular method for firewall log file classification.
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