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Abstract
In the field of research on medical reproduction, the selection of embryos with the best potential for implantation is the main challenge for 

biologists. Several studies suggest that the genes involved in oocyte cell crosstalk could represent biomarkers of candidate genes for the selection 
of embryos with the greatest potential for implantation. Variability (noise) of different sources (biological, technical, etc.) was observed during 
the transcriptomic experiment. Thus, one could hypothesize reasonable doubt about the validity of these transcriptomic data to provide a reliable 
and robust predictive model of pregnancy. In summary, the main objective of this study is to validate or not these transcriptomic data by The PCA 
method, The Likelihood Report and the Youden Index. Why? The association of information from the PCA Technique, the Likelihood Report and 
The Youden Index, lead to a powerful tool in terms of diagnostic effectiveness. The data is composed of 21 biomarker genes involved in qPCR 
(quantitative Polymerase Chain Reaction) analysis of 102 embryo / cumulus cell samples from patients undergoing in vitro fertilization. The PCA 
and the Stochastic Indexes cited above will make it possible to give up the complete analysis in the case where the data are biased and thus save time 
in termed of processing.
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Introduction

The transcriptomic data used correspond to 21 genes as ge-
nomic signature and 102 sample-cumulus of patients previously 
treated. And our goal is to optimize the time of data analysis and 
their interpretations in terms of correlation (redundancy). The 
factorial tool that will be used for pre-treatment is the main com-
ponent decomposition [1,2]. It is recalled that the Principal Com-
ponent Analysis is used to extract and visualize the important 
information contained in a multivariate data table. The PCA syn-
thesizes this information into just a few new variables called main  

 
components. These new variables correspond to a linear combina-
tion of the original variables. The number of principal components 
is less than or equal to the number of original variables [3-6]. The 
information contained in a dataset corresponds to the variance or 
total inertia it contains. The objective of the PCA is to identify the 
directions (main axes or principal components) along which the 
data variation is maximum. In other words, the PCA reduces the di-
mensions of a multivariate data to two or three main components, 
which can be visualized graphically, losing as little information as 
possible [7-9].
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Background

Basics of the PCA

Note that the PCA is particularly useful when the variables in 
the dataset are highly correlated. The correlation indicates that 
there is redundancy in the data. Because of this redundancy, the 
PCA can be used to reduce the original variables to a smaller num-
ber of new variables (= principal components), the latter account-
ing for most of the variance contained in the original variables.

Data Standardization

In principal component analysis, variables are often standard-
ized. This is particularly recommended when variables are mea-
sured in different units (for example: kilograms, kilometers, centi-
meters, ...); otherwise, the result of the PCA obtained will be strongly 
affected. The goal is to make the variables comparable. Typically, 
the variables are normalized so that they ultimately have (i) a stan-
dard deviation of one and (ii) an average of zero. Technically, the 
approach is to transform the data by subtracting a reference val-
ue (the average of the variable) from each value and dividing it by 
the standard deviation. At the end of this transformation, the data 
obtained are called centric-reduced data. The PCA applied to these 
transformed data is called the standard PCA. Data standardization 
is a widely used approach in the context of analysing gene expres-
sion data prior to PCA and clustering analyses.

When normalizing variables, the data can be transformed as 
follows:

[ ( )] / ( )X mean x sd x−

Where ( )mean x  is the average of the values of x, and ( )sd x  is 
the standard deviation? The scale function can be used to normal-
ize the data under R.

Eigenvalues / Variances

As described in previous sections, eigenvalues measure the 
amount of variance explained by each major axis. We examine ei-
genvalues to determine the number of principal components to 
consider. The eigenvalues and the proportion of variances (i.e., in-
formation) retained by the main components can be extracted us-
ing the function get eigenvalue [10].

Formulation of the problem

The variable to explain Y that takes only two modalities: the 
positive or negative pregnancy ( / )Gr Gr+ −  is a categorical and 
dependent binary random process that follows a binomial proba-
bility distribution with the parameters (N, p). This random variable 
is formulated as follows:

* TY X β ε= +

X  is the descriptive matrix  1pR +∈

β  is the predictor vector 
1NR +∈

ε  is the residual error following a normal distribution defined 
on the space (0, 2)σΩ  of zero mean and of variance 2σ= .

The explanatory variable X represents the gene expression 
data. In our case, it is the following matrix:
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It is an explicative matrix of N rows (cumulative), and P genes. 
The goal is to predict the Y vector. To do this, we performed PCA 
analysis and we compute the Likelihood Report (LR) and Youden 
Index (YI) to explore the quality of the data and see if we go far in 
the analysis [11-16].

Results of the PCA method:

Eigenvalues and cumulative variances

Below, we give the results of the PCA of our dataset

Note that the large variation is held by the main component 1: 
98.024 % From the graph above, we might want to stop at the first 
main component. 98% of the information (variances) contained in 
the data is retained by the first main component (Figure 1).

Correlation circle

The correlation between a variable and a Principal Component 
(PC) is used as the coordinates of the variable on the principal com-
ponent. The representation of the variables differs from that of the 
observations: the observations are represented by their projec-
tions, but the variables are represented by their correlations [17] 
(Figure 2):

The graph above is also known as a correlation graph of vari-
ables. It shows the relationships between all the variables. It can be 
interpreted as follows:

•	 Positively correlated variables are grouped together.

•	 Negatively correlated variables are positioned on opposite 
sides of the chart origin (opposite quadrants).

•	 The distance between the variables and the origin measures 
the quality of representation of the variables.

•	 Variables that are far from origin are well represented by the 
PCA.

Note that almost all variables are correlated and contained in 
axis 1.

Note that individuals are similar are grouped on the graph. 
There is strong redundancy between the variables and therefore 
strong correlation.
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Figure 1: Percentage of variance explained by dimensions.

Figure 2: The representation quality of the variables on the PCA map is called cos2 (cosine squared) depending on the genes. The number 
of axes can be limited to one axis.
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Likelihood Report (LR):

Two versions of the likelihood ratio exist, one for positive and 
one for negative test results. Respectively, they are known as the 
positive likelihood ratio LR+, for positive results and likelihood ra-
tio LR- for negative results [18,19]. In medicine, the LR is used in 
the context of clinical tests (any medical examination) to statisti-
cally determine the probabilities for a patient to have a pathology 
or not. If the LR is equal to 1, this means that patients and non-pa-
tients obtain the same test results. It therefore has no diagnostic 
interest. The LR becomes interesting when it is greater than 1 since 
this indicates that the positive test is more frequent in sick patients. 
In this case, therefore, it has real diagnostic value. The Likelihood 
Ratio associating sensitivity (Se) and specificity (Sp) have been pro-
posed. The most classical are:

Positive Likelihood Report

Definition: how often is it more likely to present the Gr+ event 
knowing that one has the positive test (T+):

1
SeLR

Sp
+ =

−

The measure of the likelihood of having a positive test if the Gr 
event is true ( )Gr+ .

•	 ( )LR +  varies from 0 to infinity. The higher it is, the higher 
the “Gain in diagnosis” is important.

•	 1LR+ = : brings nothing to the diagnosis.

•	 1 10LR< + ≤ : minor contribution.

•	 10LR− + > : significant contribution.

A positive likelihood ratio of 10 e.g., means that there is 10 
times more chance of presenting a positive test when the person 
presents the event 1Gr =  (true) than when the person does not 
present this event ( 0)Gr = .

Negative Likelihood Report

Definition: how often is it more likely not to present the Gr 
event knowing that we have the Negative Test ( )T− ?

1 SeLR
Sp
−

− =

LR-: quantifies the chance of presenting a negative test when 
the subject does not present the true Gr event compared to a sub-
ject presenting the Gr event.

Note: LR reference values

LR+ LR- Contribution in Terms of Diagnosis

>10 <0.1 Very Strong

5-10 0.1-0.2 Strong

2-5 0.2-0.5 Moderate

1-2 0.5-1 Low

1 1 Null

A negative likelihood ratio of ¼ e.g., means that there is four 
times more chance of presenting a negative test when the subject 
does not have Gr event than when the subject in Gr event is true.

The Youden Index

The Youden Index noted YI such as:

1YI Se Sp= + −

This measures the accuracy of the diagnostic method. It de-
pends on the specificity and sensitivity of the test, but not on the 
prevalence of the event ( / )Gr Gr+ − . The Youden’s Index varies be-
tween -1 and 1. When equal to 0, it indicates that the test is inef-
fective. The diagnosis is maximal when the index YI is close to 1. 
It therefore allows the quantification of the informative value of a 
clinical sign, such as the Pregnancy event [20,21].

Stochastic Results regarding The Likelhood Report and 
Youden Index Values result:

We have obtained from this combination technique the follow-
ing results:

The Original Input Data is characterized by their results in 
which, the step sampling is: first half data as the leaning data, the 
other half is as the validation. For as threshold of 0.5, we find this 
result:

-Sensitivity Se = 0.4444.   - Specificity Sp = 0.8307.

-LR+ = 2.59. -  LR- = 0.67.   and - YI = 0.2751.

The step sampling is the first 2/3 of data, it is used as leaning 
data, the other 1/3 of data is for the validation and at the same 
threshold:

- Sensitivity Se = 0.7286.  - Specificity Sp = 0.2581.

- LR+ = 0.98.	 - LR- = 1.052.           - IY = -0.0133.

Conclusion

The data is strongly correlated, and the principal component 
number can be reduced to a single component (axis_1). The 
result is the impossibility of defining a mathematical model, 
because all the inertia (variability) is carried by a single principal 
component (component_1), The inertia is carried by only the 
axis_1 (CP1). The complete analysis of this data stops there, no 
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need to continue the treatment thus saving time for the user. Only 
axis 1 is representative, thus suggesting the existence of a single 
group with common characteristics. Discrimination is almost 
impossible. It can therefore be deduced from the obtained results 
that these transcriptomic data do not allow obtaining a model that 
discriminates in the absolute sense, consequently, these data are 
not exploitable. It therefore appears that these data are highly 
correlated indicating a single group of individuals whose variance 
is practically collinear with axis 1 and more or less representative 
since cos2 is less than or equal to 1. Analysis of LR+/- indicates a 
low informative contribution in terms of diagnostic effectiveness. 
The YI is far from 1, which means that the informative value of the 
clinical sign (Pr) is low. Finally, we say that the PCA, the Likelihood 
Index (report), the Youden Index are powerful tools for biological 
test’s analysis and interpretation.
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